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- INTRODUCTION

A blood bank is an institution for procuring,
processing, storing and distributing blood.* Its
primary objective is to ensure that the appro-
priate kind of blood is available when required
for transfusion into hospital patients; it is thus
an inventory facility. However, in view of the
fact that blood has a limited shelf life—usually
21 days, but under certain circumstances 28
days—a second main objective is to minimize
the amount of blood that expires, or becomes
outdated, while held in the inventory. Clearly
the bank will always have blood available if
an infinite inventory is kept, and no blood will
ever become outdated if a zero inventory is
kept. To satisfy both goals simultaneously re-
quires a compromise between these two ex-
tremes, and so it becomes a major problem

to determine how this compromise can best

be reached.
Apart from this central theme, the operation

of a blood bank involves many other associated
problems which, though each of great impor-
tance, nevertheless play a smaller role in de-
termining how best to maintain a blood bank
inventory. For each transfusion, the blood
must be as appropriate as possible, i.e., of the
right type and free of diseases such as serum
hepatitis; it is preferable for it to be as fresh
as possible when transfused. Until a decade
ago the literature on blood banking was con-
cerned solely with these associated problems.
Over the last ten years, however, a literature
on blood bank inventory control has come into
existence. The questions that have been asked,
and partially answered, are: (1) How can we
best keep a record of all the operations going
on in a blood bank? This is necessary to pro-
vide the proper blood as needed and to locate
blood of rare types, as well as to evaluate the
system as it is at present; (2) Suppose we
change the system in various ways, what will
happen? and (3) What is the optimal policy
with regard to controlling the blood bank
inventory?
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BRIEF SURVEY OF THE
LITERATURE

Since the literature on this topic is only some
ten years old, and comprises less than 50 arti-
cles, an attempt at a comprehensive survey,
though necessarily brief, is both feasible and
worthwhile. This will be done by considering
cach of the above three questions scparately.
The more recent articles that are later reviewed
in detail are not mentioned in this section.

Record Keeping

Some blood types are so rare and, thus, so
little needed for transfusion, that it is not
reasonable to stock them physically in a bank.
For these bloods a “walking” blood bank is
required, i.e., we must be able to locate donors
of these rare types as the need for their blood
arises. To do this some sort of central file must
be kept: this may be done at a regional,’ na-
tional*® or international® level. While suggest-
ing guidelines for the administration of an
international panel, Mourant® had in mind
beginning simply with a stenciled list, but fore-
saw the possibility of later turning to a mechan-
ical or electronic system. The central file
described by Greenwalt and Gajewski® uses
punch cards for registration; those described as
"Guimbretiére* and Moullec® are tied into an
electronic computer system.

Even for the blood types that are not rare,
it is helpful to have a file of all possible donors.
The file should include information such as
blood type, at what times the donor can or
cannot come to donate blood, and when he
last donated. This information enables a blood
bank to supply relatively large quantities of
fresh blood of a particular type for special pur-
poses, e.g., open heart surgery, as well as to
more easily replenish a low inventory for a
particular blood tvpe. In the former case the
blood bank does not perform the function of
an inventory, of course, but the function it
performs is, nevertheless, an appropriate one
for a blood bank. One system reported for
filing such information® involves the use of
plastic record cards, each donor card being
punched according to the pertinent character-
istics of the donor, and a mechanism using

a light source that enables one to pick out
all donors of a particular type. More recently
various systems using regular IBM cards have
been described,**! and it has been suggested!?
that there is no reason why, in the not-too-
distant future, all donor information on a na-
tional scale should not be stored in the memory
of an electronic computer. Looking forward
to the day when this will happen, Kempf** put
forward a plea that all blood banks should
use the same coding system for putting donor
information on punch cards, or at least agree
on just what information should be collected—
a plea that seems to have gone largely un-
heeded so far. An intercsting advantage that
has been claimed for automating donor regis-
ters, using punch cards, is the ease with which
personal letters can then be addressed to indi-
vidual donors.®** Not only can New Year
cards be regularly sent, but each donor can
be informed, in a letter either requesting a
blood donation or thanking him for one, of
the specific operation and patient for which
his blood will be or has been used. The donor
thus becomes more personally involved, and
so is more willing to donate blood on subse-
quent occasions.

Whether or not donor files are kept, as soon
as a unit of blood is drawn at a blood bank,
some sort of bookkeeping is necessary to keep
track of it until it is either transfused or out-
dated. Systems based on multi-part forms™ or
using a photocopying machine'* have been de-
scribed, but these cannot be used to perform
statistical analysis in the way that automated
systems can.’*** Allen'® describes computer
programs that allow frequent summarization
of blood available in the bank, automatic bil-
ling techniques, and automated blood typing.
A similar but more ambitious system™ links
a remotely located computer with a large blood
bank and its member hospitals. Although the
blood bank in this case is in no sense con-
trolled by the computer,*® the automatic record
keeping makes it easy to summarize pertinent
information daily or whenever required; and
it is the easy availability of this information,
properly utilized, that permits the bank to plan
stock levels and inventory distribution more
efficiently, thus reducing losses through outdat-
ing. A later article’” analyzes the psychological,
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labor and economic problems involved in initi-
ating such a program, and includes suggested
guidelines  for implementation. Recently,
Stelloh'® briefly described another prototype
system, aimed at the same problem, in which
flexibility and simplicity arc stressed. Finally
it should be mentioned that, if adequate
records are available in a computer system,
it is not a difficult matter to set up a pro-
gram® *® to discover, with little probability of
error, which donors are responsible for cases
of transfusion hepatitis; Polissar®* has shown
how statistical decision theory can be used to
solve this problem, and his method could very
casily be adopted into any computerized blood
bank system.

Blood Bank Models

If we wish to determine what would be the
effect of changing a blood bank system in a
particular way, without actually changing it,
some sort of underlying model must be as-
sumed. The earliest attempt to formulate a
model for the operation of a blood bank was
made by Sonnendecker;* ** this was soon fol-
lowed by further models proposed by other
members of the same research group.® ** Some
of these models are quite unrealistic—for ex-
ample, Millard®' assumes that when blood is
. ordered from a central bank it arrives instan-
taneously—and in any case none of them
seems to have been used extensively to deter-
mine the effect of changing the system.

Elston and Pickrel**** studied this problem
in a systematic way, using an electronic com-
puter to simulate the operation of a hospital
blood bank in which the total volume of blood
involved is about 5,000 units annually. Their
model will be described in some detail here,
since it will be referred to again in the sequel.

Blood is assumed to enter the bank from
one of two possible sources: (a) random input,
or donor recruitment, which arrives in random
amounts once a day and can remain in the
bank 19 or 21 days before outdating; 19 days
was considered as a possibility to allow for
the time between the drawing of the blood
and the result of the serology test, and also
because of the time blood is held on reserve,
or assigned, before being transfused; and (b)
orders, which are placed with other banks and

arrive onc day later, and can remain in the
bank 15 days. The blood that Icaves the bank
is called the use; a random use leaves the bank
between each two consecutive time points, 24
hours apart, at which blood enters the bank.
The amount of blood requested by physicians,
which is on an average over twice as much
as the usec, is called the demand. The excess
of demand over use in any one day results
in blood being assigned and crossmatched, but
not physically leaving the bank.

For each of the eight major blood types de-
fined by the ABO and Rh systems, and for
each day of the week, the random input, use
and demand are each assumed to follow a neg-
ative binomial distribution; i.c., if v is the num-
ber of units of input, use or demand, we have

(y+k—11 | i
P(y) = JiIE=D! p’il—p)hy =012 ...,

where P(y) is the probability of the number
of units being y, and p and k are the param-
eters of the distribution: the values of p and
k depend upon the blood type, the day of the
week and whether y is an input, use or de-
mand. The assumption of negative binomial
distributions is justified both on empirical and,
in the case of use and demand, on theoretical
grounds.

Lastly, for the major results reported,®” the
model assumes that a very simple type of
ordering policy is used: each day the number
of units of blood in the bank of a given type
is determined, and further units are ordered,
if necessary, to make this up to a prespecified
level S. Thus if x is the number of units in
the bank (whether or not any of the units
are assigned), the amount ordered is
max(0,S — x). The particular value of S
chosen depends upon the blood type, since the
volume of blood used depends upon this. For
the general results given, S was taken to be
that level that minimized the following loss
function: the sum of 25 times the number of
units by which use would be expected to ex-
ceed what is available in the bank and four
times the number of units expected to outdate.
On this basis the study determined what would
happen if, (when the oldest blood in the bank
is always used first)
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1. the random input is unchanged,

2. the random input is doubled, or

3. the random input is eliminated
entirely.

Furthermore, for 1, the effect of always us-
ing first the freshest blood in the bank was
studied. In all cases the values of the param-
cters p and k were taken as those applicable
to one particular hospital blood bank, but there
is no reason to doubt the general applicability
of the qualitative aspects of the results. One
characteristic of the blood bank simulated that
should be particularly noted, however, is that,
when the random input is unchanged, it is
about one and a half times as large as the
ordered input.

The results of the study may be briefly sum-
marized as follows. When the system is un-
changed, the ordering policy used (and in par-
ticular the choice of S) leads to .acccptable
losses; i.e., there is an acceptable balance be-
tween the number of units outdating and the
number of units that the bank cannot supply
when needed. If the random input is doubled,
the losses are almost quadrupled. The losses
would be least if the input were completely
ordered and the life of the ordered blood were
not restricted; but when the ordered blood has
a life of only 15 days the losses are somewhat
higher than when the random input remains
unchanged. The use of the freshest blood first
will, of course, lower the average age of the
blood transfused, but it will lead to an exces-
sive amount of blood outdating; we may expect
to gain from such a policy only if we are in
a situation where we are in any case forced
to losc a large percentage of blood by
outdating.

Very recently, in two preliminary papers,* *©
a more analytical approach to modeling
some blood bank operations has been put
forward. This uses the technique of absorb-
ing Markov chains and shows, with more
mathematical rigor, the advantages of certain
changes in blood bank operating policies. In
particular the policy of assigning the oldest
blood to onec particular patient to meet a de-
mand, regardless of the probability that it will
actually be used, is criticized. It is proposed
that the age and number of units assigned in
each casc should depend upon the probability

of the blood actually being used for transfusion
and that, in some situations, when the prob-
ability of transfusion is low, the same unit
should be assigned simultancously to more
than one patient. Such changes in the system
will clearly reduce the effect of demand being
greater than the amount of blood available in
the bank, and to some extent will also lessen
the amount by which use is in excess of what
is available. Another mathematical model has
been proposed to study the effect of changing
the issuing policy:*' it can be used to study
a broad class of such policies, including as
special cases the use of the freshest blood first
and the use of the oldest blood first. In par-
ticular, formulae are developed to determine,
subject to certain restrictions, how many units
of each age level should be issued to meet
each demand; it is too early yet to say how
useful these methods may be in the actual
operation of a blood bank.

Optimal Ordering Policies

Whereas the major part of the literature sur-
veyed so far has the primary objective of help-
ing the director of a blood bank decide how
much blood he should keep on hand in his
bank, cither by giving him summary statistics
about his bank or by telling him what will
happen if he keeps various levels on hand,
there has been little written directly on the
problem-of what is the optimal ordering policy.
Some early solutions to this problem?® 33 are
probably adequate when a large volume of
blood is involved, but are of little use to small
hospital blood banks, or even to larger banks
for the rarer of the major blood types; in prac-
tice, the problem becomes acute for a blood
type involving less than 1.000 units annually.
Thus, one of these solutions®® essentially uses
a deterministic model of a blood bank and,
hence, describes a simple rule-of-thumb
method to find the correct order to place with
a central bank. It is pointed out that the
optimal ordering policy must depend upon the
age distribution of units already in the inven-
tory, not simply upon the total number of units
there. However, this had been previously noted
in a paper® that showed, in one particular
case at least, that knowledge of the age distri-
bution of units available does not appear to
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be materially useful in determining the order

to place. This result is not too surprising when

onc considers it was found using a model in
which the oldest blood is always used first and
in which orders are placed daily, arriving one
day later. In such a situation the optimal order-
ing policy must depend largely upon (and per-
haps solely upon) two quantities only: the
total amount of blood in the inventory and
how much of it will become outdated, if not
used, within the next 24 hours.

A simple and approximate method of deter-
mining an ordering policy suitable for hospital
blood banks was first proposed by Silver and
Silver.®® Inventory control levels are deter-
- mined by establishing a range of minimum and
maximum units for each blood type, based on
two simple calculations: (1) the use and out-
dating over semimonthly periods; and (2) the
occurrence of large emcrgency demands over
two consecutive days during the semimonthly
periods.

Later, Elston and Pickrel®® noted that the
model they used in their previous paper®” gives
results that are, for all practical purposes, the
same as those obtained if the mean use and
input are considered to be independent of the
day of the week. This makes it much simpler
to construct general purpose tables showing
‘the results of the simulation when the bank
is kept at different levels, since it is no longer
necessary to take into account the many pos-
sible ways in which the same weekly use of
input can be distributed among the seven days
of the week. Therefore, using the same as-
sumptions as have already been stated above,
they tabulate the following three character-
istics, in terms of yearly means, for a variety
of situations:

A. the number of days on which excess
use occurs

B. the number of units not supplied, and

C. the number of units becoming
outdated.

The situations they consider are: mean daily
random input O, 1 or 2 units; mean daily use
between 0.6 and 3.0 units; and inventory level
S, between 2 and 26 units. They show how
their tables can be used to calculate the op-
timal inventory level using any given loss func-

tion that can be specified in terms of A, B
and C. (Their earlier paper assumed the par-
ticular loss function 25B 4 4C, as explained
above). It should be noted that the results de-
pend upon estimates of p obtained from one
particular blood bank, and, even though the
means of the distributions used are undoubt-
edly much more important in determining the
results than the particular value of p used, it
would be nice to know that the parameter p
does not change much from bank to bank.
Unfortunately, it does not seem to have been
estimated for any other bank; indeed, although
distributions of blood input, use, and demand
have now been studied in several places, there
are no other reports of anyone trying to fit
negative binomial distributions to them.

In view of the fact that the use of citrate-
phosphate-dextrose solution allows the safe
storage period of human blood to be prolonged
from 21 days to 28 days,*” Elston®® later cal-
culated an analogous set of tables appropriate
for 28-day shelf life, including a table of op-
timal inventory levels (and the resulting char-
acteristics) for the loss function 25B 4 4C.

SELECTED RECENT ARTICLES

In this section six recent articles will be re-
viewed. One of them (Jennings, 1968) sum-
marizes some results of a simulation study that
is described in more detail in an earlier
report.® For the purposes of this review cer-
tain details that arc not explicitly stated in the
article, but which can be found in the original
report, will be discussed as though they are
given in the article itself. As in the survey
above, it will be convenient to consider the
six articles under three subheadings, two arti-
cles under each, though it should be clear that
some of the articles could really be considered
under more than one subheading. The sub-
headings are somewhat different from those
used in the previous section but, nevertheless,
reflect an attempt to classify each article on
the basis of its major emphasis—or: record
keeping, modeling or ordering policy.

The Computer in the Blood Bank
The two articles that will now be reviewed
deal with the same problem: that of using a
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computer to keep records and summarize in-
formation for a hospital blood bank; in this
respect, they differ fundamentally fromm an
carlier report.’” which describes how a com-
puter is used to maintain records for a blood
collection and distribution center. Both repro-
duce within the computer counterparts to the
numerous ledgers that are otherwise main-
tained manually, without needing any increase
in personnel; in fact, in one case we are told
“about half of the time previously devoted by
our secretary to record keeping is now avail-
able for reassignment.” The goals of both com-
puter programs are similar, and arc summa-
rized in Table 1. The volume of blood involved
is about the same in each case: in one case,
that of the University of Kentucky Medical
Center blood bank, blood is provided for about
6,000 to 7,000 transfusions per year; in the
other case, that of the blood bank at the
Yale—New Haven Hospital, there is an annual
use of about 8,000 units of whole blood, 3,500
units of packed red blood cells, 4,200 units
of plasma and cryoprecipitate, and 3,500 units
of platelets. But the details of the two pro-
grams are different in many respects.
Stewart and Stewart (1969), at the Uni-
versity of Kentucky, describe a computer pro-
gram written in Fortran IV that could be used
on any computer equipped with random disk
file access capability. It is currently used on
an 1BM 1800 Data Acquisition and Control

TABLE 1-

Goals of Computer Program*

Provide better records
Blood and blood product used
Blood outdated
Blood discarded or transferred
Provide an inventory listing
Up-to-date and accurate
Easily produced
Easy to use
List blood that is approaching expiration date
Alert staff 1o possible outdating
Reduce outdating
Reduce shortages by improved ordering
Add no additional personnel
Be compatible with remaining hand records

* From Bove, I.R., and McKay, D.K., Transfusion,
9, 143, 1969. With permission.

—

System (2 micro-second access time) with a
1443 printer, 1442 card reader, and 1816 key-
board typewriter; there are two 2401 magnetic
tape drives and three 2310 disk units. It takes
about 30 minutes a day to prepare the punch
cards to enter the data into the computer, and
the program uses about six minutes of machine
time daily. An additional 10 to 15 minutes
are used about once cvery ten days to print
completed files and transfer them to magnetic
tape.

Five kinds of information can be entered
into the computer, and a different type of data
card is used for each: the information may
be on donor units, intrabank transfers, trans-
fusions, receipts and audit control. The donor
unit cards contain: unit identification number,

“donor’s name, source of the blood, blood

group, date of expiration, if rejected for any
reason, hospital number of the patient to re-
ceive credit for replacement donation and anti-
coagulant. From these records a file of usable
blood is obtained and printed. While in the
bank a unit of blood may undergo any of 22
intrabank transfers, as listed in Table 2. Cards

TABLE 2

Intrabank Transfers*®

. Borrowed donor blood

. Loaned donor blood

. Units sent from other hospitals

. Units collected for other hospitals
Outdated units

. Quarantined units

. Quarantined and reissued

. Quarantined and discarded

. Discarded for any reason

10. Heparinized blood transferred to ACD
11. Reserved for a patient

12. Taken from patient reserve

13. Returned to sender

14. Preparation platelet rich plasma

15. Preparation platelet concentrate

16. Preparation fresh frozen plasma

17. Preparation cryoprecipitate

18. Preparation stored plasma

19. Preparation salvaged plasma

20. Transfer quarantined stored plasma to use
21. Preparation of bank plasma (for Factor 1X)
22. Split unit into partial units

i B B = R e

* From Stewart, R.A. and Stewart, W.B., Transfusion,
9, 78, 1969. With permission.
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indicating such transfers include the donor unit
number and the transfer code. Transfusion
cards contain: hospital number and name of
recipient, location, medical service, blood types
of recipient and donor, unit number and prod-
uct code (12 different products may be re-
leased for transfusion). A file of transfused
units is prepared and printed; and eventually,
after correction if necessary, a completed
donor file is prepared that combines both
donor and recipient information: this is both
printed and stored on magnetic tape. Receipt
cards contain the code of the institution from
which blood is received, the hospital number
of the patient to be credited and the amount
of the transaction. These data arc printed daily
to help in the ordering of blood from regional
centers. The audit control cards contain the
donor numbers and blood types of all units
present in the bank; these can be presented
daily or at less frequent intervals and, using
them, the computer checks for discrepancies
with all other information that has been sub-
mitted. Over a hundred different errors can
be detected in this way, and any error that
is so found can be corrected by supplemental
independent programs.

Given all this information, the computer
prepares inventory and statistical reports. A
daily report lists all units that have been in
the bank during the last 24 hours, categorized
as indicated in Table 3. Within each class the
units are grouped by blood type and listed in
the order of their outdate. .The following is
also printed for each blood type: the units
within two days of outdating; the amount of
blood available and average number of days
to outdating; and a chart comparing the num-
ber of units used and received and previous
average daily use. A weekly report gives a list
of “on call” donors who have not donated in
the last eight weeks. Further reports can be
prepared monthly (or as desired).

In their discussion of this computer system,
the authors note its several advantages. About
four significant errors per weck arc discovered
in the recording of blood transfers, most of
which would probably have passed unnoticed
before. The daily statistical summary is an aid
to anticipating blood shortages, though it does
not seem to have significantly affected the

TABLE 3
Inventory Classification of Whole Blood*

. Whole blood transfused

. Packed cells transfused

. Split unit transfused

. Outdated unit

. Discarded unit

. Unit collected for other hospital
. Loaned to other hospital

. Disposed for any reason

. Whole blood available for use
10. Packed cells available for use
11. Split unit, both parts available
12. Split unit, one part available
13. Unii outdated, but not deleted
14. Reserved or quarantined

15. Other classification

== B L T Y

o

* From Stewart, R.A. and Stewart, W.B., Transfusion,
9, 78, 1969, With permission.

amount of loss due to outdating. The monthly
statistics arc now available on the first of the
month, instead of being two or thrce weeks
late. It is thus clear that their program has
successfully answered the bookkeeping prob-
lem at a cost that they estimate to be about
$400 per month.

At the Yale—New Haven hospital, Bove
and McKay (1969) tackled the same problem,
but their methods differ in several important
respects. They decided to use a relatively small
laboratory computer (IBM 1130), rather than
to share time on a larger computer available
to them. This is usually less advisable in that
it often leads to greater costs; but, of course,
local conditions often dictate what the “best”
choice is. Their system includes a typewriter-
printer and keyboard, and one disk is used
to store the blood bank programs and data
files; as in the otheér system just described there
is a line printer and a 1442 card reader. The
program uses about 10 minutes of computer
time daily.

Only one kind of punch card is used for
entering all data into the computer. This card,
one for each unit of blood, is furthermore used
for three other purposes: 1) as a working in-
ventory in the blood bank; 2) as a sign-out
receipt for blood leaving the bank; and 3) as
a legal record of the disposition of each unit
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of blood. However, it is convenient to produce
a duplicate card for each unit of blood: one
card is then used for entering data into the
computer and as a working inventory; the
other stays with the unit of blood.

The following information is punched into
the card: blood type of the donor unit, unit
number, the component or fraction and date
of expiry; also, if desired, a code may be used
indicating the source if it is reccived from
another hospital. Cards with this information
are run through the computer daily and are
then placed in a special file that allows tech-
nologists to casily read the number, blood type,
expiration date and other information. When
blood is assigned on crossmatch the appro-
priate card is moved from the “off reserve”
file to the “on reserve” file. (One section of
the card is used as a release record, indicating
when the blood was signed out, by whom and
for which patient.) Information on blood usage
is hand-punched, (using a Port-A-Punch), at
a later stage, to indicate what finally happens
to cach unit, including, for example, the clini-
cal service that uses it.

Given this information on cach unit, several
summaries are printed. One indicates the num-
ber of units of each component type (whole
blood, platelets, etc.) used by cach clinical
-division; another classifies the units by com-
ponent type and blood type. An inventory
printout lists each unit by blood type; the
whole or selected portions only can be printed
as desired. A list of units approaching outdat-
ing classifies such units as 1) outdate today;
2) outdate in two days; or 3) outdate in five
days. Weekly, monthly and yearly summaries
can be obtained. Error messages occur when
unacceptable information is entered, and a unit
that outdates in the machine is listed as unac-
counted for if its final destiny is not appropri-
ately entered into the machine. Because of this,
unaccounted for units suddenly became com-
mon when this program was used, indicating
that the previous record keeping had made it
easy to issue items without properly recording
the fact.

One particular report given by this computer
program, and not by the one at the University
of Kentucky, is a calculated blood order for
the day. For each blood type the actual inven-

tory is subtracted from a previously dctermined
optimal level; several approaches are used to
determinc this level, but, unfortunately, no de-
tails of these methods are given in the article.
The main feature of this system is the “one
card—one unit” concept, as opposed to the
five different kinds of data cards used in the
first system described. It is impossible to pass
judgment as to which system is better, since
so much depends upon local conditions. Both
programs have proved their merit for the pur-
pose of keeping accurate records, but it should
be carefully noted that the second program
has built into it an attempt to have the com-
puter make a major décision, namely, how
much blood to order. It is only when the com-
puter is used to help directly in this kind of
decision making that full use will be made of
its capabilities. We shall return later to discuss
this aspect of computing in the blood bank.

Comparison of Policies

The paper by Jennings (1968), which will
now be discussed, has goals and methods simi-
lar to the earlier paper by Elston and Pickrel*®
that has already been considered. One basic
difference, however, involves the distinction be-
tween assigned and unassigned inventories.
Whereas Elston and Pickrel recognized the
distinction between use and demand, they sim-
ulated a “one-compartment” model of blood
bank operations. Jennings, on the other hand,
simulates a “two-compartment” model, the two
compartments being assigned and unassigned
inventories, respectively. This is, of course, cer-
tainly nearer to reality. In fact, in many other
respects also his model is nearer to reality:
he uses empirically found distributions rather
than theoretically fitted ones. The result is that
he simulates in great detail just one blood type
for one particular hospital; and it is difficult
to see how his. model can ever be modified,
in the way Elston and Pickrel®*® later modified
theirs, to be of general applicability in other
blood banks. It is a sad fact that, at the present
time, we are faced with the dilemma of choos-
ing between a more realistic model of very
narrow applicability and a less realistic model
of very wide applicability.

Apart from this basic difference in the
model, Jennings also considers a distinctly
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different goal for a blood bank and, hence,
also a distinctly different ordering policy. He
implicitly (akes the primary objective of a
blood bank to be to ensure that the appropriate
kind of blood is available for assignment when
demanded, not that it should simply be avail-
able when required for use. In the latter case
it is clear that the bank only “fails” when use
exceeds what is available; Jennings considers
the bank to have failed as soon as demand
exceeds what is available in the unassigned
part of the inventory and, in fact, defines short-
age as this excess of demand over unassigned
inventory. For this reason he considers a
method of placing orders that depends only
upon the total number of units in the unas-
signed inventory. Similarly, whenever demand
exceeds the amount in the unassigned inven-
tory, this excess is assumed to arrive imme-
diately as a special shortage order from some
other source, in the form of fresh blood, and
this is then placed in the assigned inventory.
Elston and Pickrel assume a similar special
input to the bank only when wuse is in excess
of the total inventory (and since this occurs
only rarely they obtain virtually the same re-
sults whether this particular model, or a model
in which the bank can contain a negative
amount of blood, is simulated—this latter
representing what happens when there is post-
ponement of elective surgery).

In the study under consideration a relatively
large hospital blood bank is simulated, the
Pcter Bent Brigham Hospital blood bank, and
the blood type studied (B,Rh positive) ac-
counts for about 1,000 units transfused an-
nually. Empirical probability distributions are
used for: the percentage of the daily order,
and its age, received from the central blood
bank (the rest of the order comprising fresh
donor blood); the demand, use, and release
of assigned blood back to the unassigned in-
ventory; the length of time spent on reserve
by cach unit eventually released (depending
on the age of the unit); and the random input.
In the basic medel orders are placed once a
day, using the following ordering policy: if x’
is the total number of units in the unassigned
inventory, the order placed is max(0,S — x"),
where S is prespecified, as before. However,
this order is considered as being made up of

two parts: one part arrives immediately, being
blood from the central bank that is on an aver-
age 5.5 days old when it arrives; the other
arrives as fresh donor blood just after half of
the day’s total demand has been put into the
assigned inventory. Since, overall, 59% of
the ordered blood comes from the central
bank, on an average the ordered blood has a
shelf life of 1734 (= 0.59(21 — 5.5)
0.41(21) = 9.145 + 8.61 = 17.755) days on
arrival; furthermore, it arrives on an average
with a much smaller delay than that (one day)
assumed by Elston and Pickrel. The results,
for varying values of S, are then plotted against
outdating and shortage as illustrated in Figure
1. In actual practice, for the bank simulated,
the value of S lies between about 15 and 18
units, and a comparison between the results
of the simulated model at these values of S
and various statistics for the actual blood bank
suggests that the correspondence between the
two is reasonably good.

Apart from the effect of changing the inven-
tory level, as shown in Figure 1, the effects
of the following further policy changes in the
model are studied: variation in the inventory
level; reduction of the variability in the age
and amount of blood received from the central
blood bank; increase in the shelf life of incom-
ing blood; maintaining a minimum inventory
level or emergency reorder point; and placing
orders twice a day. The basic results of the
study will now be listed.

If the inventory level S fluctuates from day
to day, then for frequent but small fluctuations
the result is virtually the same as when a con-
stant average value is maintained: e.g., alter-
nating between levels of 18 and 16 units daily
leads to approximately the same results as
keeping the level constant at 17 units, When
the variations in S are large and frequent (e.g.,
daily alternation between 12 and 26 units),
the result is virtually the same as when a con-
stant value somewhat greater than the average
is maintained (21 units, rather than the aver-
age value of 19 units, for the example given).
When the variations are infrequent (e.g.,
monthly), the shortage and outdating can be
found by averaging the individual values of
shortage and outdating. Thus, frequent fluctua-
tions lead to points on the curve of Figure
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1 between the extreme values of S, while in-
frequent fluctuations lead to a point on a
straight line connecting two points on this
curve.

The percentage of ordered blood that is
fresh donor input, as opposed to coming from
a central bank, is a random quantity in the
basic model. Variability in this quantity is
studied by determining what happens when all
donor input is the same fixed average value
of 41% of the total order every day. Similarly,
variability in the age of ordered blood is
studied by determining what happens when all
blood ordered from the central bank has the
same fixed average age of 5.5 days when it
arrives—this is almost the same, for 21-day
shelf life, as the 15-day life assumed for or-
dered blood by Elston and Pickrel. In each
case it is found that eliminating the variability
leads to a very small reduction in outdating.

Increasing the life of ordered blood naturally
leads to fewer losses; i.e., the curve shown
in Figure 1 is displaced downwards as indi-
cated in Figure 2. The particular comparison
here is between the basic model and one in

which all ordered blood has a shelf life of 21
days on arrival.

The effect of maintaining a minimum inven-
tory level is studied by considering two kinds
of special orders, which always result in fresh
blood being delivered instantly. The special
orders are to be distinguished from the daily
orders that make up the ordering policy, by
which blood is received from a central bank.
One kind of special order is the shortage order
which has been defined for the basic model
and occurs as soon as demand is in excess
of unassigned inventory; the second kind is
a safety order, non-existent in the basic model,
which occurs as soon as the unassigned inven-
tory is below a certain minimum level. Thus,
the new model differs from the basic model
in that whenever the inventory goes below the
specified minimum level the order that brings
the bank up to that level is delivered instantly
and consists of fresh blood; the regular daily
order up to the level S, as before, consists of
two parts; part follows an empirical age dis-
tribution and comes immediately; part is fresh
but comes later. The effect of maintaining
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minimum inventory levels of three and six units
is shown in Figure 3. The solid lines are out-
dating plotted against shortage, as before; the
dashed lines indicate the increase in special

orders brought about by the introduction of
safety orders (in the basic model the solid and
dashed lines coincide, since the only special
orders are the shortage orders). Figure 3 shows
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the trade-off between reduced shortage on the
one hand and the increased special orders on
the other hand, resulting in extra cost and in-
convenience. It should be noted also that, for
fixed S, changes in the minimum inventory
level have little cffect on the percentage of
outdating.

The effect of placing orders twice on every
weekday, morning and afternoon, is shown in
Figure 4. We can view the basic model as one
in which the afternoon order is 0, so the figure
indicates that as the afternoon order rises from
0 to max(0,S — x’) the curve is shifted to the
left. This is, in fact, confirmed when a model
is studied in which the morning order is
max(0,S — x’) and the afternoon order is
max (0,8 — x’), in which §’ lies between 0
and S. Thus, provided the second ordering
level §’ is no greater than S it has virtually
no cffect on the percentage of outdating. We,
therefore, conclude that it is the maximum in-
ventory level, rather than any minimum or
average value of it, that largely determines the
amount of outdating.

All these various results, obtained by simu-
lating in detail the operations of a particular
blood bank, are of great value in indicating
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the general qualitative nature of the changes
to be expected on controlling or altering var-
ious parameters of any blood bank operation.
The quantitative nature of the changes, how-
ever, is applicable to the particular hospital
studied alone. For this reason it is impossible
to compare the numerical results with those
obtained by other workers. Even the study by
Elston and Pickrel, which in many aspects is
a similar simulation study, is very different in
the details assumed for the operation of the
bank. We, therefore, turn now to the other
extreme in modeling, a general mathematical
formulation for which it is relatively simple
to obtain analytical results. We shall see that
this has both advantages and disadvantages
over a detailed simulation study.

Pegels and Jelmert (1969) consider a sta-
tionary Markov chain model for a blood bank.
Each unit of blood is considered, at any point
in time, to be in one of 23 different states.
State I is “transfused”; state II is “expired” or
“outdated.” The other 21 states, labeled states
0,1,2, . . . ,20, represent the different ages of
blood in the bank; thus blood that is not yct
one day old is in state 0; blood that is onc day
old is in state 1; blood that is two days old is
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in state 2, ctc. The cssential feature of a sta-
tionary Markov chain, which is quite realistic
in this situation, is that the probability that a
unit of blood should move from any one state
to any other does not depend upon the par-
ticular time point (day) considered. Thus, the
whole system is completely described by just a
single set of 23 X 23 probabilities pij, Pi;
being the probability that a unit of blood
should move to state j at each time point, given
that it is in state i, States I and II are called
absorbing states, in that once a unit of blood
is in one of these states the probability is unity
that it should stay there. Most of the p,; are
zero, since blood that is i days old (i.e., in
state i) can go into one of only three states at
each time point—state T, state II or state
i1 - 1; and, in fact, state II can only be reached
from state 20 (or, since once there it always
stays there, from itself). Thus, the only pi;
that are not zero are: pyy =1, Pum = 1;
pir and p;y iy for i =012, ... ,19; paoi
and p. . Furthermore, since pi 1+ pi i =1
for i =0,4, ...,19 and poor+ Peon = 1,
the Markov chain that represents a blood
bank system is completely specified once
the 21 “transfusion probabilities” p;; (i =
0,1,2, . . . ,20) are given.

To proceed further with this model, a knowl-
edge of matrix algebra and elementary prob-
ability theory is necessary. Let Q be the
21 % 21 matrix (pyy), L,j =0,1,2, . . . 20,
and let § be the 21 X 2 matrix (piyy),
i=0,12,...,20,j= LIL Furthermore, let
T = (I—Q)", where I is the 21 ¥ 21 iden-
tity matrix. It can then be proved that TS gives
the probabilities of a unit in a given state
ultimately ending up in the absorbing states
I or II, ie., the probabilities of either being
transfused or being outdated. Another useful
result that can be proved is that Te, where e
is a 21 X 1 column vector of ones, gives the
expected number of days it will take for blood
in a given state (i.e., of a given age) to end up
in an absorbing state. If we add i to the i-th
element of this vector (i = 0,1,2, . . . ,20),
the result is the expected age of each unit of
blood upon arrival in the absorbing state, given
that it is i days old to start with,

Now for i = 0,1,2, . . . ,20 and j = LII,
let x; be the expected number of days required

for a unit in state i to end up in state j; and
Ict ri; be an element of TS, the probability that
a unit in state i should end up in state j. Then
the i-th element of Te, the expected number
of days required for a unit in state i to cnd up
in an absorbing state, is clearly equal to

T Xir 4 I oXyom i=01 . . ..20
Thus, if we calculate Te and TS we can set up
twenty-one equations in which the x;; are the
unknowns; and since we know X, = 21 —1i
(a unit in state i requires exactly 21 — 1 days
to end up in state II, outdating), these 20
equations can be solved for the 20 quantitics
Xir; and x;; 4+ i is the expected age of a unit
in stage i when it eventually reaches the trans-

- fusion state. Thus, if we wish to know, for a

unit of fresh blood entering the system (i =
0), the probability that it should be transfused
and its expected age at transfusion, the appro-
priate values arc ro; and Xor, respectively.

Two simple artificial examples illustrate how
this model can be used. In the first example,
which represents a tendency to use the oldest
blood first for transfusion, we let the vector of
transfusion probabilities be given by pir =
0.01 +i/100. In the second example, which
represents a tendency to use the freshest blood
first, the vector is reversed, i.e., we let p;y =
0.21 —i/100. These vectors are shown in
Table 4 (see next page).

Using the mathematical procedure described,
we find that in both cases the probability of
transfusion (re;) is 0.9176; so the probability
of outdating is in both cases the same, 1 —
0.9176 =0.0824, or about 8%. However, for
fresh blood entering the system, the expected
age of blood when transfused (xo1) is six days

. older when there is a tendency to use the oldest

blood first—11.9 versus 5.9 days old. If must,
of course, be understood this gain is not the
whole story. Elston and Pickrel*" showed that
using the freshest blood would necessarily in-
crease the amount of outdating in a system in
which the excess use has to be kept nearly
constant. In the system modeled here the
amount of outdating has been kept constant,
and the result is that a tendency to use the
freshest blood first will automatically increase
the amount of excess use. This can best be seen
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TABLE 4

Probability of Transfusion, p;;, of
Blood i Days Old.

i Example 1 Example 2
o 0.01 0.21
1 0.02 0.20
2 0.03 0.19
3 0.04 0.18
4 0.05 0.17
5 0.06 0.16
6 0.07 0.15
7 0.08 0.14
8 0.09 0.13
9 0.10 0.12
10 0.11 0.11
11 0.12 0.10
12 0.13 0.09
13 0.14 0.08
14 0.15 0.07
15 0.16 0.06
16 0.17 0.05
17 0.18 0.04
18 0.19 0.03
19 0.20 0.02
20 021 001

by studying the average inventory level for the
two examples.

The probability that blood in state i should
not be transfused is 1 — p;;. Thus, if the aver-
age inventory level of blood in state 1is T,, we
can write

Ii = (1 *—p]]} Ij..], 1 = 1,2, & ,20

and Iy is (1— por) times the average daily in-
flow of fresh blood into the system. Thus, if we
let the average daily inflow of fresh blood be I,
the average inventory totaled over bloods of
all ages is simply

20 .
2, L= 1001 = por) + (1 — por) (1 —py1)
i=0

4+ (1 — por) (1 — pu) (1 — par)

20

+ ..o+ I (4 =pi]

i=0

Arbitrarily setting T = 100, the total average
inventories for the two examples turn out to
be 1098.1 units when the oldest blood is used
first and 516.5 units when the freshest biood
is used first: it is thus clear that the latter

system must lead to much more excess use
over what is available in the system.

In the same paper Pegels and Jelmert briefly
indicate how the same kind of model can be
used if we wish to simulate a two-compartment
system. For each age, blood can be in either
of two states, assigned or unassigned; and pro-
vided all the transition probabilitics, i.e., the
probabilities that blood should move from any
one state to any other, are specified, exactly
the same calculations can be made. To simplify
the problem they consider in this case two-day
periods instead of one-day periods, and give
a further artificial example. Clearly, more
transition probabilitics have to be given to
completely specify the system, but the arith-
metic procedure is exactly the same.

The general mathematical formulation that
has just been described is cbviously of wide
applicability and use if we wish to compare
the results of different systems. Given the in-
flow of fresh blood and the 21 transfusion
probabilities we can calculate the average in-
ventory, the expiration rate and the average
age of blood at transfusion. The method can
easily be extended to allow for the inflow of
blood of various ages, and to allow for a two-
compartment model. It has, however, the grave
disadvantage of telling us nothing precise about
the probability of use (or demand) being in
excess of what the system can supply. This
is clearly a function of the average inflow,
which determines the inventory level. So if we
know what inflow, or inventory level, gives
an acceptable probability of being short of
blood, this can be used to determine the other
characteristics of the system. All this assumes,
of course, that the 21 transfusion probabilities
are known. These will be different for each
blood bank, and it is by allowing for these
as the input parameters that the model has
such general applicability. To a certain extent,
the transfusion probabilities are determined by
the daily distribution of blood use, but their
relative sizes are flexible, depending largely on
whether it is desired to issue fresher or older
blood first for transfusion. In a recent pre-
liminary paper, Pegels®® presents a mathemati-
cal approach to the appropriate choice of these
probabilities, given the desired average inven-
tory level.
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Drefermining What Order to Place

As indicated earlier, little has becn written
dircctly on the problem of determining how
much blood should be requested in the daily
orders, We shall now consider two recent
papers by Pegels (1969a, 1969b) in this arca.
There is a certain amount of overlap between
the two papers, so both will be considered
together without any attempt at identifying the
papers individually. These two papers appear
to be the only recent papers directly concerned
with the problem of how much to order, and
they are analytical in nature; unfortunately,
the assumptions made arec quite unrealistic for
small hospital blood banks, but it is these very
assumptions that make an analytic approach
reasonably simple. The solution is, in fact,
basically the same, with extensions, as that put
forward by Rockwell et al.,* in their case
specifically to meet demand on the unassigned
inventory. Pegels does not distinguish between
use and demand, and uses the term “demand”
more in the sense that we have kept here for
the word “usc.” Although, with suitable
modification, his general approach to ordering
blood could be used to satisfy either demand
or use, he does not consider the details of a
two-compartment model; we shall, therefore,
here substitute the word “use” wherever he
uses the word “demand.”
" First, consider the case where there is no
random input. The basic problem is considered
as that of determining at what inventory level
S should be maintained for a particular blood
type given a specified maximum probability
that use should be in excess of what is avail-
able. Denote this probability by y; then S is
chosen such that y is the probability that use
should be greater than S. It should be noted
that if this level S is used, as before, to deter-
mine an order size max(0,S — x), then, for
this choice of S to satisfy the specified proba-
bility that use should be in excess, it is im-
plicitly assumed that all orders arrive imme-
diately with no time lag. This important point
is not stated explicitly in the articles being re-
viewed, but it is a major simplification, the
effect of which should not be underestimated.
To find S we need to know, of course, the
distribution of the use for the particular blood
type, this distribution being assumed not to

depend upon the day of the week. If use is
normally distributed with mean p and standard
deviation o, then we have quite simply

= p -+ Zyo

where zy is the 100(1 — y) percentage point
of the standard normal distribution (easily ob-
taincd from tables). If use is lognormally dis-
tributed, a similar formula can be used since,
then, log use is normally distributed. Thus,
if log use is normally distributed with mean
« and standard deviation g, we take

log § = a4 7,;
i.e.,, S = antilog(a - zy8).

We can, of course, take logarithms to any base,
provided the antilogarithm is taken to the same
base. The mean and standard deviation of use,
or log use, can be estimated from a large body
of data in the usual way; these estimates are
then used instead of the true parameters in
the above equations.

Pegels suggests that a histogram of blood
use be drawn and visually inspected; if it is
skewed to the right, a lognormal distribution
should be assumed; otherwise a normal dis-
tribution should be assumed. He gives an ex-
ample in which the mean daily use is 5.73
units, with a standard deviation of 2.08 units.
Then if we let y = 0.1, we have

S = 5.73 4+ (1.28) (2.08) = 8.4,

and so we take an inventory level of nine units
(1.28 is the 100(1 — 0.1) = 90% point of
the standard normal distribution). For the
same set of data he calculates, under the as-
sumption of a lognormal distribution, S = 8.8,
so in this case the two assumptions lead to
the same inventory level of nine units. It must
be stressed that this example is a realistic one
for the purposes of illustrating this method,

- but an unrealistic one from the point of view

of many hospital blood banks. If we ignore
the difficulty of obtaining an immediate de-
livery of ordered blood, the method is reason-
able in the case of this example because (a)
the mean daily use is relatively large, and in
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such cascs its distribution can be well approx-
imated by a continuous distribution such as
the normal distribution, and (b) y is fairly
large, and in such cases the result obtained
is less influenced by the particular form of use
distribution assumed. It is the very features
of the example that make the method reason-
able that make the example itself unrealistic.
In practice it is quite unacceptable to be short
of blood of each type one day in ten; and,
in fact, when the daily use of any type is
greater than three or four units there should
be no difficulty finding by trial and error an
inventory level that leads to virtually no out-
dating or excess use.’

Although he points out that basically the
same approach can be used if the distribution
of blood use is a Poisson or negative binomial
variable, Pegels considers this less desirable
since the calculation of S is then no longe
simplified by the existence of tables analogous
to the percentage points of the normal distribu-
tion. In fact, he criticizes the assumption of
a negative binomial distribution because of the
limitations of its parameters. He incorrectly
states that the parameter k must be intcgral
which, if it were true, would certainly be a
severe limitation. Using the usual definition®
x! =T(x+4 1), where I' is the ordinary
gamma function, it is clear that it is not neces-
sary for k to be integral in the formula given
carlier for the ncgative binomial distribution.
The other limitation he points out, namely that
the variance of a negative binomial distribution
must always be greater than its mean, is not
of practical importance; for, by its very nature,
the distribution of blood use always has a vari-
ance greater than the mean. This arises because
the daily usc is the sum of “clusters” of blood
units, cach cluster being the number of units
required for a particular patient. Provided (1)
these clusters vary in size in a manner that
is not dependent on the other cluster sizes
needed during the same day, and (2) the daily
number of patients of a particular blood type
follow a Poisson distribution (which is cer-
tainly a close approximation to reality), the
variance of the use distribution must neces-
sarily be greater than the mean. (For this rea-
son it is fairly safe to assume that the example
given, in which the mean blood use is 5.73

and the variance is 2.08% = 4.33, is based on
artificial data.)

Turning now to the case where there is ran-
dom input, it is a simple matter to use exactly
the same approach by assuming the difference
between use and input to be cither normally
or lognormally distributed, which will be the
case if both use and input arc either normally
or lognormally distributed. We now determine
S from the mean and variance of the distribu-
tion of these differences, again using the ap-
propriate percentage point of the standard
normal distribution. If we make the more real-
istic assumption, however, that both random
input and use follow negative binomial distri-
butions, an analytic solution is much more
difficult; Pegels briefly indicates, in an implicit

“form, an approximate solution to this problem.

Another problem tackled is that of consider-
ing the blood bank as a whole, comprising eight
“sub-banks” corresponding to the eight major
blood types. If the overall allowable prob-
ability of excess use, for one or more blood
types, is T, and the allowable probability of
excess use for the i-th blood type is v, then we
have

8
r=1—J] a—y).

i=1

Given T' there are many possible solutions for
the y;, depending upon their relative sizes. If
we wish all the y; to be equal, then the solution
is simply

y=1—(—1)

Also considering the blood bank as a whole,
we may wish to determine an inventory policy
in which it is only possible to order blood of
unspecified type. This situation is not realistic
for a hospital blood bank that places its orders
with a central blood bank, but does represent
the situation of a central blood bank facing
the problem of how many donors should be
recruited each day. Suppose, for the i-th blood
type, use is normally distributed with mean g,
and standard deviation ¢;. This is a reasonable
assumption for a large central blood bank,
“use” now being taken to mean the dispatching
of blood to other banks. Suppose we can draw
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blood from a large pool of donors in which a
proportion p; have blood type i. Given the
bank contains x; units of the i-th blood type,
how much blood should we draw altogether
(i.e., from how many donors should we draw
blood), if we want the probability of use being
in excess for the i-th blood type to be just y;?
As before, we implicitly assume an immediate
delivery of blood into the bank; so in practice
we shall underestimate the amount we require.
If we draw R units of blood, then the number
of units of type i that will enter the bank is a
random quantity that is approximately normally
distributed with mean Rp, and standard devi-
ation [Rp;, (1 — p)]%. Taking the use distri-
bution to be normally distributed with mean
pi and standard deviation o, the differcnce
between use and input for the i-th blood type, if
we draw from R donors altogether, is normally
distributed with mean (p, — Rp,) and stan-
dard deviation [o] + Rpi(1 — p;)]*%. Thus we
must choose R such that there is a probability
vi that this difference should exceed x,, i.e.,
we must have

x; = (m — Rp:) +z[of + Rpi(1 — pi)J%,

where z is the 100(1 — v;) percentage point
of the standard normal distribution. Pegels sug-
gests an ijterative method for solving this equa-
tion, but it is not difficult to show that the
analytical solution we desire is

R = T?';T 20 —x) + (1 — pi)z®

+z[(1 — pi)?z* + 4(1 — pi) (a0 — Xi)
+ 407]%}.

If the inventory level x; should happen to be
much larger than the mean use p,, then it may
be that no real solution is possible. In such a
situation, which is more hypothetical than
realistic, we take R = 0 and, even so, the
probability of use being in excess is less than v,.

Finally, Pegels also considers the situation
in which only the overall use is known, rather
than the use for each blood type separately.
Since, however, a central bank does not issue
blood of unspecified type, the data from which
type specific use can be estimated are never

really difficult to obtain. For this reason it does
not secm appropriate to consider this problem
here.

CONCLUSION

It is clear from the articles reviewed here
that computer systems and mathematical
methods can be a great help in maintaining
appropriate blood bank inventorics. At present
only a fraction of the blood banking com-
munity is using any of the methods we have
discussed; and, furthermore, it must be stressed
that these very methods exploit only a fraction
of the capabilities of present-day computer sys-
tems and mathematical methodology. It is,
therefore, appropriate, in conclusion, to indi-
cate the sequence of steps that should be fol-
lowed by any blood bank system wishing to
take advantage of these capabilitics: the first
steps will necessarily make use of our expe-
rience to date in the ficld; and the later steps,
which at present we can only speculate upon,
will make use of the fast-growing advances
of modern computer technology.

The first step is to obtain crude estimates
of the use and/or demand distributions for
cach blood type, and similarly for random in-
put if it exists. Given these data, the various
methods discussed in this article can be used,
at least approximately, to arrive at a rational
ordering policy. For this purpose we must con-
sider, simultaneously, the probability that use
and/or demand will be in excess and the prob-
ability of outdating. Most of the ordering poli--
cies that have been proposed consider only
the first of these quantities, since, in a sense,
it is the most important. This, however, can
lead to unrealistically high orders, especially
for rare blood types and, hence, to an excessive
amount of outdating. The simplest method to
obtain approximations to the optimal inventory
levels when the daily use is three units or less
is to use the tables given by Elston and Pick-
rel.*¢ *¢ These tables are certainly not strictly
applicable to all hospital blood banks, but they
can serve as providing first approximations.
The statistical features resulting from keeping
such inventory levels, such as excess use and
outdating, can then be monitored and appro-
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priate changes in the inventory levels made.
For example, if the chosen level is expected,
on the basis of the tables, to result in excess
use four days per year, then the probability
of being short on one day of the first weck
is %4 and the probability of being short on
two days of the first week (14;)% or ¥gy.
Thus, whereas onc crisis in the first week may
be disregarded, a second should be taken as
a definite indication that the chosen level is
too low. On the other hand, at least a month
should be allowed to elapse before using the
observed rate of outdating to decide whether
or not the chosen level is too high; the ex-
pected rate of outdating given in the tables
assumes that the bank is already in an equilib-
rium state with respect to the age distribution
of the blood in it.

In order to use the tables, a loss function,
in terms of excess use and outdating, must
be specified. This is not to be considered as
a disadvantage of the method, but as a neces-
sary fact of life if we wish to balance, in some
sense, the losses due to excess use and outdat-
ing. The loss function can be looked upon as
an cconomic loss, in terms of dollars, if one
wishes; but this is not necessary. The fact that
we may be unwilling, or even unable to express
in monetary units the loss incurred when a
specified amount of excess use and outdating
occurs does not imply that it is impossible to
express an appropriate loss function. Jen-
nings* suggests that an “indifference map” be
drawn up in the form of contours on the short-
age-outdating planc: each contour is a curved
line along which there is no change in “unde-
sirability,” just as contours on a map are
curves along which there is no change in
height. Given such a set of contours and an
opcrational curve such as Figure 1, it is a sim-
ple matter to choose that point on the opera-
tional curve that has least “undesirability.”
This, however, is mathematically equivalent to
minimizing a certain loss function, there being
a one-one rclationship between each possible
loss function and each possible indifference
map.

The second step in the evolution of any
blood bank inventory system of at least a mod-
erate size should be the introduction of a com-
puter to keep records. How this is done will

vary from institution to institution, and two
examples of this have been discussed. It should
be pointed out here that introducing a key
punch into the blood bank is not the only
method of doing this, Typewriter consoles
linked to a remote computer is one possibility,
and a further possibility, that does not appear
to have been used yet in blood banking, is
to have all transactions recorded in ordinary
pen or pencil on special ledger sheets that can
be optically read, and so directly entered into
a computer without the possibility of any
transcribing errors. Computer programs such
as developed by Stewart and Stewart (1969)
or Bove and McKay (1969) automatically col-
lect the data necessary to maintain a rational
ordering policy. Such programs can easily be
extended to collect the data necessary for the
application of Markov chain methods, as de-
scribed by Pegels and Jelmert (1969), and
a program could be written to apply their
method in an effort to obtain better inventory
levels or issuing policies.

The final step would be to have a system
of programs available that would not only col-
lect data in the manner we have discussed,
but also analyze it periodically in a more
sophisticated manner and so come up with
better ordering policies. Statistical methods
could be used to predict trends in future use,
and to use other ancillary information in decid-
ing on the optimal ordering policy. A knowl-
edge of the number of units in both the as-
signed and the unassigned inventories should
be informative in deciding on the optimal order
to place, and, since physicians differ with re-
spect to what may be termed their demand/use
ratio (i.e., the ratio of their average demands
to their average eventual uses of blood), a
knowledge of the physicians for whom units
have been assigned may well also be useful.
It is conceivable that every blood bank could
have its own simulation program, simulating
its particular operation in some detail, and,
thus, every day determine by exploratory simu-
lation the best order to place for each blood
type. At present this would probably be too
costly of computer time, but in the future this
may not be so. In any case it would always
be better to refine the analytical methods as
much as possible and only use simulations as
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a last resort. Finally, just as the major airlines
have compuler terminals in many airports to
help them in the reservation of passenger seats,
so it should be possible to link up all the blood
banks of a region in one computer system.
With the development of an appropriate pro-
gram package, a computer at one blood bank
should be able to “talk” to other computers
at ncarby banks and so be in a position to
advise, for example, on the best way of obtain-
ing a given amount of blood of a specified
type in a hurry—so many units from specified
professional donors, so many from bank A,
so many from bank B, etc. taking into account
the possible needs of all the banks in the sys-
tem. We are entering the computer revolution,
~and there is no doubt that its impact in the
area of blood bank inventory control will be

as great as its impact in all other arcas of our
lives.
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